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Deterministic Global Optimality Analysis

First Stage: Compression of the Baseline Model

Second Stage: Improve upon the Compression

Qualitative and Quantitative Results

• Synthesize the middle frame given two consecutive frames in a video
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• It leverages model compression to significantly reduce the model size 
• It makes room for further improvements 
• The framework is generic and does not rely on particular architectures
Concretely, we first compress 
AdaCoF and show that a 10X 
compressed AdaCoF performs 
similarly as its original 
counterpart; then we improve 
upon this compressed model 
with simple modifications 

• the final model significantly 
outperforms AdaCoF with 
only a quarter in size 

• it also performs favorably 
against other methods

From top to bottom: 
the overlaid  and ; 
the ground-truth ; 
the result of AdaCoF; 

the result of 0.1X AdaCoF; 
the result of our model 
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Vimeo-90K Middlebury UCF101-DVF #of  
ParamsPSNR, SSIM, LPIPS PSNR, SSIM, LPIPS PSNR, SSIM, LPIPS

AdaCoF 34.35, 0.956, 0.019 35.72, 0.959, 0.019 35.16, 0.950, 0.019 21.84M

Compressed 
AdaCoF 34.10, 0.954, 0.020 35.43, 0.957, 0.018 35.10, 0.950, 0.019 2.45M

AdaCoF+ 34.56, 0.959, 0.018 36.09, 0.962, 0.017 35.16, 0.950, 0.019 22.93M

Compressed 
AdaCoF+ 34.44, 0.958, 0.019 35.73, 0.960, 0.018 35.13, 0.950, 0.019 2.56M

Our Final 
Model 35.17, 0.964, 0.010 37.14, 0.966, 0.007 35.21, 0.950, 0.015 4.98M

• Given a pre-trained full model , we prune 
its weights  by solving 

                           (1)    

    with an orthant-based method (OB-ProxG)    
    to effectively promote sparsity in  
• We build a small model  from the sparse 

solution  of (1): the density of each layer is 
used as the compression ratio of that layer 

• We train the compressed model  from 
scratch (much faster than that of )
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PSNR against the 
density of AdaCoF when 

optimizing (1)

• The compression makes room for further improvements  
• Observing that AdaCoF is short of handling severe occlusion and 

capturing finer feature details, we are adding three specific 
components on top of the compressed AdaCoF

feature pyramid synthesis net
path selection

Stage (II): improvements 
upon the compression

Stage (I): compression of 
the baseline model

Link to our code: https://github.com/tding1/CDFI


